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Abstract— This paper presents the developments with the
SAM robot, established in the ARMEN project. We are
interested in cognitive robotics. We have developed two
complementary modules. The first one deals with the
representation of knowledge, while the second develops the
scenario generation. Indeed, the representation of knowledge
tells us about the scene, the current state of the robot and the
strategy to be adopted by the robot to achieve goals specified by
an assisted person. The information extracted from the
knowledge representation is the starting point to generate the
action plan and the implementation of the scenario by the robot.

I. INTRODUCTION

People losing their autonomy (disabled, elderlyspes)
and needing assistance in their everyday life gelyer
resort to caretakers. In new approaches, some a@ady
frequent tasks can be done by a service robotderoto
give more freedom and autonomy to those people.

Let's imagine a mobile robot dedicated to servicing

person (dependent person or caretakers) in thenagatr
and that this person asks for an object. This evillail for
the robot to go to the room, to deploy its armgtasp the
object, to retract the arm, to come back to thesq®s
location and to hand the object over to the perSdre
ARMEN project is very ambitious for showing supptut
person. In this project we are working to implement
scenario regardless of the position and the locatiothe
object. To respond to the desire of a person,dhetrmust

know the environment and be able to generate apty ap

scenarios without the intervention of any techmicibut
with an intuitive interface with the person needimap.

In this paper we present a knowledge representation

approach to determine the current state of SAMe algo
show how to generate and execute scenarios forothat
SAM.

SAM is certified to life with people. The arm of SKis
MANUS. It is manufactured by Exact Dynamics. Thima

Manuscript received March 10, 2012. This work wapported by the
DGE of the French Ministry of Economy, Finance dndustry through
contract ITEA 2 MIDAS, as part of a EUREKA Europgamoject.

M.W. Ben Ghezalanjohamedwalid.benghezala@cea.fphone +33
(0)1 46 54 91 98, fax : +33 (0)1 46 54 89 90), Porighot

is not heavy and does not represent a danger ®omper
unlike other robotic arms.

We start this section by presenting the ARMEN prbje
and the robot SAM. Then we present the knowledge
representation aspect for SAM. After deducing theent
state of knowledge representation and the behawidye
performed by SAM, we show how we develop the
generation of action to achieve goals imposed digabled
person.

[I. CONTEXT

1) The project ARMEN

The goal of this project, developed by CEA-LIST tas
design a robotic assistant with a navigation system
independent of location and obstacle avoidanceank$to
its sensors, the system is able to avoid obstdstasking
into account the volume occupied by the robot amel t
equipment it carries. Controlled by an intuitive nna
machine interface, the robot is able to move iromektic
environment, to recognize and to grasp an objedtbaimg
it to the desired location. The robot is easy te, $® that a
person, not a specialist in robotics or computesree, can
adapt and configure the robot as well as creat@eusa
scenarios tailored to each user.

2) Therobot SAM

Fig 1: The robot SAM includes a 6 DOF arm and a
gripper.

The robot SAM (Smart Autonomous Majordomo [19])
is a non-holonomic mobile base ROBULAB 10 with a 6-
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sensors are forward- and backward-oriented sooaegdd
on the base (for obstacle avoidance), a panoraaritea
located on top of the base (for scene detectiomel2cams
located on the arm (for object recognition, diseastereo-
measurement, and visual servoing [15]) and an alptic



barrier located in the gripper (for decision onnga scenarios of everyday life can be represented agefs.
closure/opening). A frame is a data structure including both declaeatind

procedural information. It represents a typicaliaion and
3) Software

In the ARMEN project, the robot SAM must be able tdncludes slots for objects. Each attribute (sl@3  unique

know the environment and generate the approprictiera ?es preéc:s'[ergizcets) of the description of the concefps it
plans to achieve the goals set by the operatorefdigmt P '

person or caregivers). Knowledge of the environmient 3) Semantic network

made by the knowledge representation aspect ofoihet. From psychological models of Quillian and Raphael
The knowledge representation is useful to knowsthte of [26], semantic networks are tools that simulate the
the robot at any moment. The generation of actiangpis Performance of memory. This is a model that showisolv

the generation of a scenario to achieve the goats the the information could be represented in memory Britow

current state of the robot. The current state saad from ©N€ can access this information. A semantic network

. ; . ists of nodes whose interrelationships arebkstiad
the knowledge representation. The major advantfdiei consis : :
method is that it is possible to avoid an obstdnjere- by labeled pointers. The nodes are the differepegyof

: . information in memory. Every node can be associated
planning a scenario. proposals and statements that characterize theeptiep
applying to the network nodes. The label attacledhe
pointer indicates what type of relationship betwdeo
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Semantic networks use metadata to represent the
definition of different information.
4) Logic

Logic is in a family of knowledge representation

languages which can be used to represent the t&loginal
knowledge of an application domain in a formal and
structured. It was developed as an extension afdsaand
semantic networks, which did not have formal seroant

. _based on logic.
We developed a knowledge representation for knowin

the current state of the robot. As a branch of sjimb 5 Ontology

Artificial Intelligence, knowledge representationnda An ontology is an explicit specification of a
reasoning aims at designing computer systems #aston conceptualization. The term is borrowed from plulatsy,
about a machine-interpretable representation ofntbgd, Where Ontology is a systematic account for Existerfor
similar to human reasoning. Different technique of\l- systems, what “exists” is what can be représen
knowledge representation may be used. We will piteise When the knowledge of a domain is represented in a
this paper some of the most popular approaches ggclarative model, the set of objects that carepeasented

know'edge representation and our approach. is called the universe of discourse. This set Qé(db, and
D Rul the describable relationships among them, arectefiein
ules

! ] o ] the representational vocabulary with which a knolgke
This representation model is widespread. It cailyelas

) based program represents knowledge.
understood by human. The rules allow dynamic kndgée
representation. Syntax representation of rules is:

Fig2: Software for SAM

I1l. KNOWLEDGE REPRESENTATION

This approach offers expressiveness and underaandi
in knowledge representation. An ontology represenset
of structured concepts, concepts are organized graph
whose the relation can be semantic and / or comiposi
and inheritance. An ontology offers the possibitdyhave a
shared vocabulary to describe a domain as welliastive
typing classes and relationships. The most impoitathat
the ontology can make reasoning (deduce new facta f
existing ones).

IF Premise (s) THEN consequence (s).

In this approach, the attributes represent therriad
data. The rules require the experience of developleey
are dynamic and can be archived and updated ifssacg
In a system of automated reasoning, it is easypbyathis
approach in building a robot.

2) Frames[25]
Frames assume that human knowledge is not
complicated but structured around units of infoliorat All



6) The choice of ontology for knowledge representation Our project is ambitious, we want that if the caaseare
The different techniques of knowledge representatidbroken the robot will warn the person. So we findthis

mentioned above have certainly been a contributiothe ontology a Robot concept. This concept is necessary

introduction of intelligence into robotic systeriidhiey have because it allows SAM to do its self-assessmenheMbne

at least helped to the test feasibility. of sensor is broken the robot can know it and #&igg
However, some drawbacks are noted, especially witommand for warning an operator.

techniques based on rules, frames, semantic nefworRlso with this ontology we can know the interloauby the

concept diagrams and logic. These gaps are acthadiyto concept “user profile”. With this concept we havesiR

a slow system, the increasing complexity when it i§Groupe Iso Ressource) of dependent person and the

appropriate to consider the classification andalisal links coordinate of his doctor.

and others that may exist in the representatidghetontext In this ontology, objects are categorized by tigie (e.g.,

and environment in which the robot will move.coca-type cans). Each object in the ontology hasraé

With the need for more interactivity between thesrapor properties. Among other properties there is a E@hages

and the robot, the ontology is presented as ampapprthat of the object. Each image is an image of the objéith

could help remedy the negative findings of knowkedgdepends on the point of view of the object reldyite the

representation techniques mentioned above. In iaddit robot. Each image is associated to grip stratediés.use

working with ontology allows gaining interoperahjliby this method because our recognition method usegema

providing common access to information and a shareéddexing and allows estimating the angle or poihtiew

understanding of concepts. They allow the reuse oh the object regarding the position of the arm].[Zo

knowledge sources. when SAM is in front of a scene, we load the imaigem
the ontology and thus we recognize the currené gtabere
[V. ONTOLOGY FORSAM is Sam, what its position is) and how we can achithe

goal by knowing the grip strategy of the objectheTgrip

for build our ontology and we present a conceptan SUategy is propriety of each object and it depemashe
SAM's ontology. point of view of object. Each image in our ontology

MLCOF (The Multi-Layered Context Ontology linked to this propriety. This propriety is essahto know

Framework) describes the context of a robot. MLCOROW t0 behave with object. (Fig 3) is extractednirthe
includes six Knowledge Layers (KLayer): image, 1pPntology created for SAM to represent his knowledge

geometry, 2D geometry, 3D geometry, object and espac

The main propose of MLCOF is to help robots in obje

identification tasks. [30]

OMRKF: Ontology-based Multi-layered Robot Knowledge

Framework is an extension of MLCOF. This robot eeed Rotol
description ontology is organized in knowledge bisawrith

four knowledge levels: perception, model, conterd a

activity. [33] (Iangive onec
KnowRob, a knowledge processing framework based on
Prolog. Its underlying storage is based on OWL logty
such as researchCyc and OMICS (indoor common-sense
knowledge database) [32].

K-CoPMan (knowledge enable Cognitive Perception for
Manipulation) system is an extension to KnowRobisTh
technology enables autonomous robots to grasp and
manipulate object. K-CoPMan, uses CAD for matct8iy
point clouds in order to identify the queried olbjet the
environment. [31]

In this paragraph, we will demonstrate the userofégé

Thing

User profile

Not Intangible Object

Fig 3: Ontology of SAM

With this ontology we know a situation of the olijedtich

) . . the robot should grasp. Now we turn to the genemadf
ORO: The OpenRobots Ontology is a socket SerVeem"ﬁnaction plan (scenario) after having presentededlatork in

to be run on robots that maintains a consisterragéo of thF development of scenarios.

facts, represented as RDF triples and runs several

backgrpund processes, including ont.ology classiiosand V. SCENARIOGENERATION

reasoning, management of several independent méatels

each different agent the robot meets, and updatihg 1) Stateof theart _ _

statements according to bio-inspired memory mojglk. Many robots can carry out a single scenario (e.g.,
ROLLIN JUSTIN [6], NAO [9], TWENDY ONE [13],
HRP-4 [1]). In these systems, a scenario is reptedeas a



piece of source code which calls functions of @ecomposes a high level task) to reduce searchlewityp

programming language for the robot to successicalyy

out all the prescribed actions. But to change aaie

(e.g., for a new demo), changing this source cale
necessary.

Other robots use a high level language for reptesgn
scenarios (e.g., CARE-O-BOT [10], among others}hbse
systems, high level actions can be syntheticalbpdad in a
language, so reprogramming the robot for a newase®is
not necessary: Only the high level actions in tbenario

In contrast, the CPT planner is domain-indepen¢lesce
does not need extra knowledge on task decompaoysdiuth
still performs fast --- it won the Distinguishedrf@emance
award at IPC’06 [12]

The robots DALA & LAMA [11] use an A.l. task
planner, IxTeT [16], which is a domain-independ&asgk
planner based on constraint programming (CPT isdas
the same underlying principle but with a differembdel).
But IXTeT has a larger representation capabiligntDDL

have to be changed. The robot CARE-O-BOT uses fa hig~ it was designed before. As such, IXTeT is nobived in
level language, i.e., a module in Python, to encod®ly International Planning Competition [12].

scenarios using activities linked by discrete, icyol wait-
for relations [10]. A.l. planning is performed byequest to
a database, which provides possible actions tHéH fa

Finally, Dornhegeet al. [3] proposes to extend PDDL:
The truth value of specific preconditions is notetdmined
by the successive postconditions of previous opesabut

given task. When compared to our approach, CARE-ds set by calling functions querying and analyzsegsors --

BOT's high level language is subsumed by the ISEM: 0
The previous high level primitives can be encodelt5EN,

due to the absence of any constraint imposed by ISE

the graph structure of states. Most importantly, REAO-

BOT does not include an A.l. task planmer se, hence

leading to manually encoding all the possible atifor all

the tasks.

Still other robots’ designers acknowledge the fioett
there are many scenarios which would have to beuaign
written in real applications (not only for demo&hd that it
is unpractical, if not impossible, to manually \eriall of
them in advance (for that, even a high level laggua not
sufficient any longer). So these systems genehatie down
scenarios (e.g., SHAKEY [5], PR2 [24], DALA & LAMA
[11]) using an A.l. task planner: Given goals, sfied by a
user, task planning generates a plan of actiorsedaence
of instantiated action descriptions), this plarcamsidered
as a scenario (a high level description of the essive
actions to take) and then this scenario is exechiethe
robot (each action description in the scenariinieed to an
executable function
language, and these functions are executed segl@nti

First of all, the robot SHAKEY pioneered the fietd
domain-independent A.l. task planning, with the AR

- symmetrically, postconditions can also own a ¢tatk
function, to act on actuators. This approach mepass
and scenarios, hence leading to an architectuse deesir
than ours.

Generating and executing scenarios for SAMIn thigien,

we describe the high level language ISEN, capalfle o
representing and executing scenarios, and a wggrierate
these scenarios through an A.l. task planner (ERJT,).

B. ISEN: ahigh level language and an engine

The ISEN engine is a virtual machine which reacts t
events sent by the application in which it is imtgégd, and
triggers actions that can act on this applicatimd this, by
conforming to scenarios which specify a behaviodeto

At initialization time, the application must proe to
ISEN a library of elementary actions which can dleeh by
the engine, and a behavior model, or scenario {gedvas
an XML file). At execution time, the applicationrss to
the engine the events generated either by thecapipln or
by the external environment. The engine calls fionst
from the previous library of actions, as specifibg

in the underlying programmingcenarios, to act on the application and on thereat

environment.
A scenario specifies any number of state mach{oes
agent$), which autonomously react to events by changing

task planner and the PLANEX execution mechanism [5§tates and/or triggering actions. Every event $snthe
But nowadays A.l. planners, e.g. CPT, are degrdes @Pplication is transmitted to all state machineuided into
magnitude faster. Indeed, CPT (Constraint Programgmi the scenario. Only the state machines tailoredefacting to
Temporal planner [22]) is an optimal temporal plemn this event actually does ——- the other state machsimply
combining the connection using the causal linkstie Ignoreit. _
partial plans (Partial Order Causal Link or POCljda ~ Programming a set of ISEN state machines hence sum
pruning rules based on constraint programming [28T UP to: (1) specifying a list of states in which theate
was awarded a second prize in the optimal planoingC- Machine can fall into; (2) for each previous stafcifying
2004. the next state to which to branch (i.e., a trams)ti And (3)
The robot PR2 uses no specific high level language SPecifying the actions to take for each state tiansor
represent scenarios, but uses a modified Hieratfiask ~€ventreception.
Network (HTN) planner (see [7] for an introductiotg
generate them [24]. HTN planners represent addition
knowledge on tasks (i.e., a sequence of low leubtasks

! This term should not be confused with the termefatjin the A.l.
multiple agent systems community, for example.



A scenario is composed of a set of automata (dmy variables or constants, e.gpdsition ?arm ?location)”,
sequences), a set of agents and a list of globadtants “(at SAM kitchen)”. An operator is composed of
(visible by all states of all automata of all agdntAn preconditions (i.e., fluents which must hold in theoming
automaton is composed of a set of states and afsetstate for the operator to apply) and postconditiires,
transitions, or state change, which can be activatethe fluents the truth value of which changes when caegbao
considered state. The target state of a transitiom be those of the incoming state).
another state of the current sequence, or thalistate of CPT is a fast classical task planner, which turns a
another sequence. Each agent specifies its imdiidin  planning problem (i.e., the operators list, thdiahistate,
sequence and its local constants. the goals) into a constraint programming probleg]j.[2

Three kinds of actions can be attached to a state:The actions which can be taken by the robot areegad
ON_ENTRY actions (notef ; to f, ,; for staten in Fig. 4), in the SAM domain: this is a symbolic representatin
which are activated in sequence just before theentistate PDDL of these actions in terms of preconditions podt
is activated; ON_DO actions (notéd to f,, for the same conditions (see [20] for a first version of this PD
state in the same figure), which are activatedeiquence domain).
during the current state’s activation; and ON_EXifions
(notedfz; to f3ns for the same state in the same ﬁgure)D Turning plans into scenarios
which are activated in sequence right after theecurstate - o
is activated. As a consequence, from the time wehetate A plan, generated by the task planner, is firssgarand

is about to become active (statein green in Fig 4), the €ach instantiated operator of this plan is ideedifio a state
actions are called in the following ordér;, in a sequence. Encoding instantiated operatorsvest€

O A triggered transitions (this way, ISEN states wolddclose
to planning states) would prevent the robot frowengng
action termination events during the executionrofation.
So this option, although theoretically appealing, not
appropriate in practice.

Low level ISEN functions are used to turn this intd

ey fl,nl! f2,11
. f3,n3-

ON_EVENT (E)

i representation into ISEN’'s one. For each instaadiat
f1,1() f2,1() f3,1() . . .
operator, the callback functions (the actions aftiea B)
.m0 60 550 and the triggering event (to jump out of this ISEfiste) are

read from a handler file, by matching a handler @mam
against the name of an operator. For example, dnellar

Actions (noted d; to e in Fig 4) related to an event "amed position-arm-for-grasping” is associated to the
(notedE in the same figure) can also be attached to a.staf?Stantiated operator namegoSition-arm-for-grasping pt-
When evenE is received by the active state, the actipps "€f rot-ref kitchen pt-kitchen rot-kitchen” --- CPT is
..., fene are activated, in this order. And once these everf’Ef?‘r_‘O"“Cal (an operator appears only once in a (&)
related actions are all activated, the control fpasses Which prevents from matching the same handler versé
from the current staten to the state specified by the instantiated operators with this name. o
transition (i.e., state+1 in Fig 4)--- the same mechanism Finally, that intemal representation is saved iatdile
applies for the actions of this new state. Any nambf describing all the states, transitions and sequence
events (and transitions) can be attached to actasn available: this is the generated scenario (a teargdile),

automaton. Therefore an automaton can exhibit aaphy which is dynamically re-loaded by ISEN for execation
structure. the robot SAM.

Errors during the execution of an action are hahtiga
specific, always active, state, called “all_stateshich is

Fig 4: Actions and transitions in an ISEN sequence

C. Scenario generation

A.l. task planners use operators, describing th®ore
which can be taken, an ontology-generated initalesand
goals, to build a sequence of instantiated opesdtoplan).
A plan moves step by step a world state from thiain
state to a final state that contains the goalsAH]entities
are described in the Planning Domain Definition dizege
(PDDL) syntax, e.g. version 2.1 [19] in our caséeT
shortest syntactic element is a fluent i.e., a tetmch can
be positive or negative depending on the time
observation and on the operators’
(potentially changing the truth value of this fltlebefore
this observation time. A fluent contains a fundilfowed

the default event-catcher. When this state is redici can
branch to either CPT-generated states or additistadés
(not generated by CPT) dedicated to error recov@iyese
additional states in the handler file are the onbh do
not match against the name of actions in the gésdizlan
the remaining handlers, e.g., a handler
“FailureState” typically is not part of a plan babhyway
maps to an ISEN state to which planned states i@rch to

dbr error recovery.
postconditions

named



VI. CONCLUSION

The work presented in this paper consisted of dpwed) an
ontology representing the environment in whichriigot
will evolve. This ontology is used to generateittitial
state of a planning problem, which together withCRD
operatiors and goals, produce an action plan thraumgA.|.
task planner. Execution of scenarios is perforrheough
an event-based finite state automate executor (JSENhe
remainder, we will focus on the learning of neweait$ and
new scenes by the robot, to enable him to undetsten
wishes of the dependant person and be able toaferaer
suitable scenario.
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